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 Abstract: Background: Although correlation filtering is one of the most successful visual tracking 

frameworks, it is prone to drift caused by several factors such as occlusion, deformation and  

rotation.  

Objective: In order to improve the performance of correlation filter-based trackers, this paper pro-

poses a visual tracking method via online reliability evaluation and feature selection. 

Methods: The main contribution of this paper is to introduce three schemes in the framework of cor-

relation filtering. Firstly, we present an online reliability evaluation to assess the current tracking 

result by using the method of adaptive threshold segmentation of response map. Secondly, the pro-

posed tracker updates the regression model of correlation filter according to the assessment result. 

Thirdly, when the tracking result based on a handcrafted feature is not reliable enough, we propose a 

feature selection scheme that autonomously replaces a handcrafted feature used in the traditional 

correlation filter-based trackers with a deep convolutional feature that can re-capture the target by its 

powerful discriminant ability.  

Results: On OTB-2013datasets, the Precision rate and Success rate of the proposed tracking algo-

rithm can reach 84.8% and 62.5%, respectively. Moreover, the tracking speed of proposed algorithm 

is 19 frame per second.  

Conclusion: The quantitative and qualitative experimental results both demonstrate that the pro-

posed algorithm performed favorably against nine state-of-the-art algorithms. 
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1. INTRODUCTION 

Visual target tracking is a promising research direction in 
computer vision, with its wide range of applications, e.g., 
intelligent surveillance, robot and unmanned aerial vehicle. 
Generally, the goal of visual tracking tasks is to predict the 
locations of a target in the following frames of an image se-
quence according to the initial location of the target labelled 
by a bounding box in the first frame.  

Existing tracking algorithms can be categorized as either 
discriminative or generative. The former firstly extracts the 
target feature, and then uses a classifier achieved from online 
learning to distinguish the target from backgrounds, such as 
Compressive Tracking (CT) [1], online Multiple Instance 
Learning (MIL) [2], and Tracking-Learning-Detection  
 

*Address correspondence to this author at the School of Civil Aviation, 
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(TLD) [3]. The latter represents a target by constructing an 
appearance model, and then searches for the region with 
maximum likelihood or minimum error in the following 
frames as a result [4], such as incremental visual tracking1 
(IVT) [5], L1 Tracker Using Accelerated Proximal Gradient 
Approach (L1APG) [6], and distribution fields for tracking 
(DFT) [7]. Generally speaking, the discriminative trackers 
that make the most of background information is more 
competitive compared with generative trackers. Therefore, 
the discriminative trackers represented by correlation 
filtering have generally become mainstream in the past few 
years. Recently, correlation filter-based trackers have 
achieved outstanding performances in different benchmarks 
[8]. Furthermore, related researches show that replacing 
handcrafted features (e.g. histogram of oriented gradient, 
HOG) with features extracted from a pre-training 
Convolution Neural Network (CNN) can further enhance the 
performance of correlation filter-based methods [9-11]. 
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Reviewing the current research status of correlation 
filter-based trackers, we have the following observations:  

(1) A robust tracker needs an effective approach to 
evaluate the current tracking result. This assessment method 
can avoid the incorrect tracking result caused by several 
interference factors containing target occlusion or out of the 
view to contaminate the update of the regression model and 
further lead to the error accumulates continuously.  

(2) To deal with the stability-plasticity dilemma [12], the 
correlation filter-based trackers need a reasonable updating 
scheme of the regression model. Generally, the scheme of 
continuous model updating used in most correlation filter-
based trackers can keep accurately tracking the target even if 
the appearance of the target changes frequently. However, in 
the case of occlusion, this scheme may lead to several trac-
king results without the target contaminates the regression 
model. On the contrary, trackers without model updating are 
also prone to drift since the regression model does not learn 
the variation of target appearance. Therefore, it is necessary to 
adjust the adaptively update rate of the regression model 
according to the assessment of the current tracking result.  

(3) With the use of deep convolutional features, tracking 
algorithms become more time-consuming. Although deep 
convolutional features perform better in complex scenes since 
their inner semantic information has strong discrimination and 
strong invariability [11], it is not necessary to use the deep 
feature with the high computational load when handcrafted 
features can work well. Therefore, it is crucial to integrate the 
performance advantages of deep features and the speed 
advantages of traditional features. 

In this paper, we propose a visual tracking method using 
online reliability evaluation and feature selection. The main 
contributions are summarized as follows. Firstly, we propose 
an effective method to evaluate the current tracking result by 
analyzing the corresponding response map. Secondly, the 
proposed tracker presents an update scheme of regression 
models according to the result of the online assessment. 
Finally, we propose a feature selection method that integrates 
the performance advantages of deep features and the speed 
advantages of traditional features. Experimental results 
demonstrate that the proposed tracking algorithm performs 
favorably against the other nine state-of-the-art trackers. 

The remainder of this paper is organized as follows. 
Section 2 discusses the related work. Section 3 and 4 present 
details of the proposed algorithm and related experimental 
results, respectively. Conclusions are presented in Section 5. 

2. RELATED WORKS 

In this section, we will discuss several methods that are 
closely related to our work, containing tracking with 
correlation filter, tracking with convolution network and 
tracking with multiple classifiers. 

2.1. Tracking with Correlation Filter 

As we all known, the correlation filter-based trackers 
provided a competitive performance for the past one decade. 
In summary, there are two major advantages of correlation 
filter-based trackers. Firstly, in the framework of correlation 

filtering, the correlation operation in spatial domain can be 
transferred into element-wise multiplication with a high 
computational efficiency in Fourier domain by using Fast 
Fourier Transform (FFT). Secondly, correlation filter makes 
extensive use of limited training data by implicitly including 
all shifted versions of the given samples. Since these two 
advantages can solve the problems containing the lack of 
training samples and high real-time requirement, the 
framework of correlation filtering is especially suitable for 
tracking tasks. 

In 2010, Bolme et al. proposed an initial version of the 
correlation filter, a Minimum Output Sum of Squared Error 
(MOSSE) filter that can operate at speeds of up to hundreds 
of Frames Per Second (FPS) [13]. Henriques et al. improved 
the MOSSE by learning a kernelized least-squares classifier 
(CSK) of the target appearance [8]. The CSK builds on 
intensity features and is further improved by using HOG 
features in the Kerneilized Correlation Filter (KCF) [14]. 
Danelljan et al. used the Principal Component Analysis 
(PCA) to reduce the dimensionality of the color attribute 
(CN) feature [15]. For the problem of scale adaptation, 
Danelljan et al. proposed a Discriminative Scale-Space 
Tracker (DSST) that establishes a translation detection 
model and a scale detection model, respectively [16]. Li et al. 
proposed a scale adaptive kernel correlation filter tracker 
with feature integration (SAMF) that combines HOG and 
CN features and uses a multiscale detection method to detect 
the position and scale of the target simultaneously [17]. 
However, these trackers only use the traditional handcrafted 
features and update the regression model in each frame. 
Therefore, these trackers are prone to drift caused by weak 
discriminant ability and the training samples with errors.  

2.2. Tracking with Convolution Network  

In the tracking tasks, feature representation is a very 
considerable issue. Diversiform handcrafted features have 
been employed for target representation, such as HOG [18] 
and histogram of color. Recently, for the problem of object 
classification and recognition, CNN has shown strong 
advantages with good generalization and migration ability. 
Zhang et al. constructed a method of robust feature 
representation for target tracking by using a two-layer 
convolutional network without training [19]. Wang et al. 
proposed a multiscale sparse networks-based tracker under 
the particle filter framework without the offline pre-training 
[20]. In the framework of the KCF, Ma et al. proposed a 
tracking algorithm that achieves the final response by 
weighted combining the outputs of three different 
convolution layers [21]. Danelljan et al. used the deep 
feature from the outputs of a single convolutional layer of a 
pre-training CNN to replace the HOG feature [11].  

Although the deep convolutional feature from a pre-
training CNN can significantly improve the tracking 
performance in the same framework, the computational 
speed of these methods is especially slow. For example, the 
tracker in [21] using handcrafted features has a tracking 
speed of about 10 FPS. Conversely, the computational speed 
of the tracker in the study [11] using deep features has 
dropped to less than 1 FPS. Consequently, we propose a 
feature selection scheme that utilizes a handcrafted feature 
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when the tracking result is highly reliable, switches to the 
deep convolutional feature to track the target once the 
tracking result based on the handcrafted feature has a low 
confidence. This selection scheme comprehensively 
considers the balance between robustness and real-time 
performance. By using this scheme, the tracking speed of the 
proposed method can reach 19 FPS. 

2.3. Tracking with Multiple Classifiers  

Several discriminative trackers use multiple classifiers to 
improve the robustness of tracking. The TLD proposed by 
Kalal et al. consists of three parts: tracking module, detection 
module and learning module [3]. This method not only 
combines a tracker and a detector, but also adds an improved 
online learning mechanism, which makes the overall 
performance of target tracking more stable and effective. 
Zhang et al. proposed a multi-expert restoration scheme to 
select the best expert ensemble based on the minimum 
entropy criterion for preventing improper model updating 
[22]. Zhong et al. proposed a robust appearance model that 
exploits both holistic templates and local representations 
[23]. The update scheme of this method considers both the 
latest observations and the original template, thereby enabling 
the tracker to deal with appearance change effectively and 
alleviate the drift problem. Inspired by these trackers with 
multiple classifiers, the proposed algorithm trains two 
different classifiers (regression models) by respectively using 
the handcrafted feature and deep convolutional feature, and 
then selects the different classifiers by analyzing the response 
map during the tracking process. 

3. METHODOLOGY 

The proposed algorithm contains the following stages: 
Firstly, the tracker estimates the target position and scale by 
using a handcrafted feature in the framework of correlation 
filtering. Secondly, the tracker evaluates the reliability of the 
current tracking result by analyzing the correlation response 
map. Finally, according to the assessment result, the tracker 
determines whether to update the regression model and re-
place the handcrafted feature with a deep convolutional  
feature. 

3.1. Tracking Framework 

The baseline of the proposed tracker is closely related to 
the DSST tracker. The tracker firstly extracts the feature map 
of the target region according to the location and size of the 
target in the first frame. The feature map f is composed of d-
channel features, where d is the number of channels. fl

 de-
notes a feature channel off, where l�{1,…,d}. By minimiz-
ing the L-2 error ε between the correlation response and the 
desired output g, the tracker computes the correlation filters 
h composed of different filters hl

 corresponding to each fea-
ture channel,  

2

2

1
1

d d
l l l

l l

ε λ
= =

= − +∑ ∑g h f h

         (1) 

where ★ is the correlation operation. The desired correla-
tion output g is a Gaussian-shaped label matrix, and λ is a 

regularization coefficient. As a linear least square problem, 
Eq. (1) can be solved in the Fourier domain by using the 
Parseval’s theorem. Eq. (2) gives the optimal solution of the 
filter h. 

H
l =

GF
l

F
k
F

k

k=1

d
∑ +λ

,  l =1,...,d            (2) 

here, the Discrete Fourier Transform (DFT) of the corre-

sponding variables is denoted by its capital letters. The bar 

G represents the complex conjugate of the corresponding 

variable. Since the multiplication and division of Eq. (2) are 

both point wise operations, the computation in the Fourier 

domain significantly reduced compared with in the spatial 

domain. In order to learn a robust correlation filter, the filter 

must be updated during the tracking process. The framework 

of correlation filtering updates the numerator l
tA  and denom-

inator l
tB  of the filter l

tH  by using the tracking result of the t-
th frame.  

A t
l = (1−η)A t−1

l +ηGFt
l ,  l =1,...,d          (3) 

1

1

(1 )
d

k k
t t t t

k

η η−
=

= − + ∑B B F F

          (4) 

where the parameter η is a learning rate.  

Based on the numerator 
-1

l
tA and denominator 

-1

l
tB of the 

filter
-1

l
tH , and the feature map of candidate region zt of cur-

rent frame, the DFT of the response of the correlation filter 

-1

l
tH is calculated by: 

1

1

1

d

l
l l
t t

t
t λ

−

−

==
+

∑ A Z
Y

B            (5) 

The location of the target in the current frame can be es-
timated based on the maximum of the response yt. In order to 
solve the problem of scale variation during the tracking pro-
cess, we use a one-dimensional scale correlation filter to 
estimate the scale of target. To obtain the scale training sam-
ples ft,scale, we extract features using image patches with dif-
ferent size centered around the target. Suppose that P×Q is 
the target size in the current frame and N is the number of the 
scale in the scale set S, 

1 3 1
={ | [ ],[ ],...,[ ]}

2 2 2

n N N NS a n − − −
= − −

         (6) 

Here, S is the scale coefficient set of different scales Eq. 
(6). For each scale an

 of S, we take the estimated location as 
the center and anP×anQ as the size, extracting the image 
patches In. Moreover, we use a 1-dimensional Gauss func-
tion to generate the desired output label. The tracker learns 
and updates the scale model and detect the detection samples 
based on Eq. (2-5). 

3.2. Online Assessment of Tracking Result 

Most current correlation filter-based trackers update the 
model directly without considering the reliability of the cur-
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rent tracking result. If the estimated position is inaccurate, 
updating the model continuously is likely to lead to tracking 
failure. To address the problem, the proposed algorithm pre-
sents a method that evaluates the confidence of the current 
tracking result based on the response of the filter. Based on 
the evaluation results, the tracker determines whether updat-
ing the model and whether using the deep convolutional  
feature. 

Related researches show the maximum response and the 
shape of the response map can reflect the confidence of the 
tracking results in the framework of correlation filtering. The 
steeper the single peak is, the more reliable the tracking re-
sult will be. If there are obvious fluctuations in the response 
map, it means that the confidence of the tracking results is 
very low. Based on this conclusion, our tracker designs two 
evaluation indexes to represent the shape of response map:  

(1) The maximum ymax in the response map y, defined as 
in Eq. (7), 

max max( )y = y              (7) 

Generally, the higher the maximum response is, the more 
reliable the tracking result is. Moreover, considering the 
maximum response cannot reflect the fluctuation of the re-
sponse map, we use the second index called ARR. 

 (2) Area Ratio of Response (ARR), which is defined as 
Eq. (8),  

( )( )( )
( )

1numel find otsu
ARR

area

==
=

y

y
           (8) 

here, otsu(y) denotes the binary image of the response 
map obtained by Otsu method [24]. The function numel 
(find(.)=1) means the number of pixels whose value is equal 

to one in the binary image, and area (.) is the area of the bi-
nary image. As shown in Fig. (1), the index ARR can reflect 
the fluctuation of the response map. If the shape of the re-
sponse map tends to a single sharp peak and smooth around, 
the value of ARR will be smaller. On the contrary, if the tar-
get is occluded or disappeared, the value of this index will 
increase significantly. 

3.3. Regression Model Updating 

For the regression model update, the proposed tracker 
implements a selective update strategy according to the cur-
rent tracking result. The tracker updates the model continu-
ously in the first T frames of a test sequence to retain stable 
historical information of the evaluation indexes. From T+1 
th frame, the tracker evaluates the confidence of the current 
tracking result. If the following two conditions are met sim-
ultaneously, the current tracking result will be trusted to have 
a high confidence and then the tracker updates the model in 
Eqs. (9,10). 

max, max,2 max, -1( ,..., )t ty mean y yθ>           (9) 

2 -1( ,..., )t tARR ARR ARRmeanδ<          (10) 

Where θ and δ are two proportional coefficients. If these 
two indexes cannot satisfy the above conditions, the tracking 
result will be too unreliable to update the target model. Fig. 
(2a) shows that the fluctuation of the ARR and the maximum 
response plots are obvious when the target has serious occlu-
sion at the 40th frame of the coke sequence. Furthermore, the 
tracker can update the regression model quickly in the case 
of the target with frequent appearance variation. For exam-
ple, in the Basketball sequence shown as Fig. (2b), the ap-
pearance of the basketball player changes frequently, and the 
historical average of the ARR is increasing relatively. Thus, 

ymax=0.6763

ymax=0.1546
 

Fig. (1). Visualization of the calculation of two evaluation indexes. (A higher resolution / colour version of this figure is available in the 
electronic copy of the article). 
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the conditions for updating the model can be satisfied more 
easily with a high historical average. 

3.4. Deep Convolutional Feature 

The proposed algorithm integrates the performance ad-
vantage of deep features and the speed advantage of hand-
crafted features. When tracking in a simple scene without 
complex interference, handcrafted feature, e.g., HOG, is 
good enough to estimate the target position accurately and 
efficiently. Inversely, when tracking a target in complex 
scenes, the deep feature is more discriminative to track the 
target. Therefore, we construct a feature selection scheme to 
combine these two features. The handcrafted feature is the 
chief one and a deep convolutional feature is an auxiliary 
one. When the tracking result is unreliable that means there 
is at least an index not satisfied the conditions of Eq. (9-10), 
the tracker uses the deep feature from the outputs of convo-
lution neural network, such as AlexNet [25] and VGG-Net 
[26] network to estimate the target location. Furthermore, we 
evaluate the tracking result by the response map of deep fea-
tures simultaneously. If the ARR of the deep feature response 
satisfies the tracking result is adopted and the regression 
model based on handcraft feature is updated, where μ is a 
threshold of peak area ratio. Otherwise, the tracking result 
obtained by the deep feature model is not adopted. This situ-
ation means that the target may be under the interference of 
occlusion or other challenges, and the tracker has to continue 
to use the results of handcrafted feature-based filter. Moreo-
ver, considering the advantage of semantic discriminative 
information and real-time performance, we only learn and 
update the deep feature-based regression model only in the 
first k frames of the video sequence in Eq. (11). 

deepARR μ<
          (11) 

We use the outputs of the last convolution layer that in-
clude more semantic information as the deep feature. How-
ever, the spatial resolution of the feature map gradually de-
creases with the increase in the number of convolution lay-
ers. This low resolution cannot ensure the location of the 

target is accurate enough. In order to solve this problem, we 
expand the size of the feature by bilinear interpolation to 
locate the target more accurately [8]. 

3.5. Algorithm Implementation 

According to the above discussion, the proposed tracking 
method is summarized as follows: 

Algorithm 1. The proposed tracking algorithm 

Input: initial target bounding box 0x  

Output: estimated object state ˆ ˆ ˆ( , , )t t t tx x y s= , handcraft 

feature-based model Hh and deep feature model Hd 

1. Repeat 

2. Crop out the searching window in frame t according to 

1 1
ˆ ˆ( , )t tx y− −  and extract the handcraft features; 

// Translation estimation 

3. Compute the correlation response map y using Hh and 

Eq. 5 to estimate the new position ( , )t tx y , using Eq. 7 and 

Eq. 8 compute ymax and ARR; 

//Re-detection 

4. if the tracking result is not reliable 

5. Crop out the searching window in frame t according to 

1 1
ˆ ˆ( , )t tx y− −  and extract the deep features; 

6. Compute the correlation response map y using Hd and 
Eq. 5 to estimate the new position 

_ _( , )t cnn t cnnx y  , using Eq. 8 compute ARR; 

7. if the tracking result is reliable 

8. ( , )t tx y  = 
_ _( , )t cnn t cnnx y ; 

9. End 

10. End 

 
Fig. (2). Maximum response plot and ARR plot: (a) Sequence Coke. (b) Sequence Basketball. (A higher resolution / colour version of this 
figure is available in the electronic copy of the article). 
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// Scale estimation 

11. Estimate the optimal scale t̂s ; 

// Model update 

12. if the first frame 

13. Using Eq. 4 learning model Hh and Hd; 

14. Else if the tracking result is not reliable 

15. Update the handcrafted model Hh; 

16. End 

17. Until End of video sequences 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

This section contains three parts. Firstly, we show the 
implementation details of our method and introduce the 
evaluation criteria. Secondly, we demonstrate the validity of 
the proposed through comparative experiments. Finally, we 
provide both quantitative and qualitative comparisons with 
state-of-the-art trackers. 

4.1. Experimental Setup and Evaluation Criteria 

In this paper, PCA-HOG [27] is employed as the hand-
craft feature of image representation. In order to achieve the 
dense representation, the cell size of HOG is set to 1×1. In 
order to enhance the HOG feature, the image gray value is 
added to the HOG feature map as a feature channel. The fea-
ture extracted by VGG-16 [26] network trained on ImageNet 
[28] is used as the deep feature, which can be obtained from 
the Matconvnet toolkit [29]. We first remove the full connec-
tion layer in the network and then use the last convolutional 
layers to extract the features of the target. Secondly, the im-
age patch for deep feature extraction is expanded to 224×224 
by bilinear interpolation. After subtracting the mean parame-
ters of the network training, the size of the deep feature map 
used in our method is 14×14. Finally, in order to locate accu-
rately, the feature is interpolated back to the size of the 
search bounding P×Q when the initial size of the target is 
less than 3000 pixels. If the initial target region is larger than 
3000 pixels, the size of the feature is interpolated to the size 
of (P/2)×(Q/2).  

In scale estimation, the proposed tracker also uses the 
PCA-HOG. Firstly, the image patches with different sizes 
are adjusted to the fixed size that is equal to the initial size of 
the target, and the cell with 4×4 pixels is used to extract the 
features. If the initial size of the target is less than 512 pixels, 
we reduce the size of image to 512 pixels.  

The proposed algorithm is implemented in MATLAB 

2016a and all the evaluation algorithms run on a 3.40GHz 

PC with 16GB RAM. The specific parameters in this paper 

are set as follows: The regularization parameter of Eq. (1) is 

set to λ=10
-2

, and the learning rate is set to η=0.025. The size 

of the search window is set to 2 times the target size for 

handcraft feature-based model as 2.5 times for a deep fea-

ture-based model. The standard deviation of the desired 

Gaussian function output is set to 1/16 of the target size for 

handcraft feature-based model as 1/5 of the target size for 

deep feature-based model. The number of frames to update 

the deep feature-based model is set to k=3. For scale estima-

tion, the number of scale-space is set to N=33, scale coeffi-

cient is set to a=1.02 and the standard deviation of the de-

sired Gaussian function output is set to / 4N . The related 

parameters of the tracking result assessment mechanism are 

set to θ=0.4, δ=3, μ=0.2, respectively. For fairness, when 

testing different video sequences, the parameters of the 

tracker are fixed. 

We evaluate the proposed method on a large benchmark 
dataset OTB-2013 [30], that contains 50 videos with compar-
isons to state-of-the-art methods. All video sequences are 
annotated with 11 attributes, including Scale Variation (SV), 
Illumination Variation (IV), occlusion (OCC), deformation 
(DEF), motion blur (MB), Fast Motion (FM), in-plane rota-
tion (IPR), Out-Plane Rotation (OPR), Out of View (OV), 
Background Clutter (BC), and Low Resolution (LR). The 
test method is tracking the target by frame by frame after 
initializing the initial frame in the sequence. The contrast 
algorithms used in the experiment are set according to the 
open-source code in the database. 

Three important criteria from [30] are used for quantita-
tive performance evaluation. 

(1) Precision Rate (PR) shows the percentage of frames 
whose estimated location is within the given threshold dis-
tance (20 pixels generally) of the ground truth.  

(2) Success Rate (SR), which is defined as the percentage 
of frames where the bounding box overlap surpasses a thresh-
old (50% generally). Here, the bounding box overlap between 
the tracking result rt and the ground-truth rg is defined as in 
Eq. (12): 

t g

t g

r r
overlap

r r
∩

=
∪

         (12) 

 (3) Area under the curve (AUC) is defined as the area 
under the curve of success rate plot. 

4.2. Effectiveness of the Proposed Tracking Method 

In order to demonstrate the effectiveness of the proposed 
tracking algorithm using Deep Convolutional Feature and 
Discriminant Mechanism (DFDM), we compare it with the 
other two trackers, the tracker (DFDM-u) by only use the 
discriminant model updating mechanism without deep fea-
ture, and the tracker (Baseline) neither a deep feature nor a 
discriminant model updating method. We report the results 
on the 50-benchmark sequences using the success rate in Fig. 
3, where the legend contains the AUC score for each tracker. 
In Fig. (3a), the tracking performances of DFDM-u and 
Baseline are almost the same because DFDM-u only im-
proves the performance in case of occlusion but is less adap-
tive to the variation of the target appearance. However, as 
shown in Fig. (3b), in the sequence of occlusion attribute, the 
performance of the DFDM-u tracker is better than the Base-
line tracker due to selective model updating. By comparison, 
the proposed tracker significantly outperforms the other two 
trackers due to the use of deep convolutional features and 
model updating mechanism together.  
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Fig. (3). The success plots on OTB-2013. (a) Overall performance comparison (b) Comparison facing occlusion. (A higher resolution / colour 
version of this figure is available in the electronic copy of the article). 

 

Table 1. quantitative comparison with state-of-the-art trackers. 

- KCF DSST SAMF Staple SCM TLD MEEM CNT SiamFC_3s Proposed 

PR(%) 74 74 78.5 79.3 64.9 60.8 83.0 72.3 80.9 84.6 

AUC(%) 51.4 55.4 57.9 60 49.9 43.7 56.6 54.5 60.8 62.6 

Speed(FPS) 172 24 7 80 0.5 21 10 5 86(GPU) 19 

 

4.3. Comparison with the State-of-the-art Trackers 

4.3.1. Quantitative Comparison 

We evaluate the proposed algorithm with comparisons to 
nine state-of-the-art trackers. These trackers can be divided 
into three typical categories of tracking algorithms: (1) track-
ing with correlation filter (Staple [31], SAMF [17], DSST 
[16], KCF [14]); (2) tracking with multiple online classifiers 
(TLD [3], SCM [23], MEEM [22]); (3) tracking with convo-
lution neural network (CNT [19], SiamFC [32]). We report 
the results in one-pass evaluation (OPE) using the precision 
rate and success rate, as shown in Fig. (4), where the legend 
contains the AUC score for each tracker. Moreover, Table 1 
demonstrates the quantitative comparisons of precision rate 
when the given threshold distance equals to 20 pixels, AUC 
score and tracking speed. The first and second highest values 
are highlighted by bold and underline in Table 1. The results 
of Fig. (4) and Table 1 show that our approach performs well 
against the other nine methods. Specifically, the proposed 
tracker performs well for the precision rate with 84.6%, 
which is approximate 1.6% higher than the tracker ranked 
second. Moreover, the proposed tracker also achieves the 
best success rate of 62.6% among all the trackers. 

Table 1 shows that our algorithm performs favorably 
against state-of-the-art methods in precision rate and success 
rate. Our tracker integrates the deep features and traditional 
features at a speed of 19 FPS. The main computational load 
is the extraction of deep convolution features.  

Furthermore, the video sequences in the OTB-2013 da-
taset are annotated with 11 attributes [30], which are used to 

describe the different challenges in the tracking problem. We 
also evaluate the performance of trackers under different 
challenges. We report the success rate plot for 11 challenging 
attributes and show them in Fig. (5). As shown in Fig. (5), the 
proposed method is optimal in illumination variation 
(AUC=61.9%), out-of-plane rotation (AUC=61.6%), occlu-
sion (AUC=62.8%), motion blur (AUC=59.1%), in-plane 
rotation (AUC=59.4%), and low resolution (AUC=50%). 

4.3.2. Qualitative Evaluation  

The tracking results of Fig. (6) show that because of us-
ing the robust feature representation HOG, the KCF tracker 
can perform well in handling motion blur and illumination 
variation (Fleetface and Singer2). However, it drifts when 
target objects undergo heavy occlusions (Lemming, Jogging-
2, Coke and Tiger2). Additionally, the KCF tracker fails to 
handle fast motion (Jumping) and background clutter (Shak-
ing), due to the limited search scope and low discriminative 
ability of HOG in a cluttered background. Compared with 
the KCF, the performance of the DFDM proposed in this 
paper is improved from Fig. (6). Staple complements the 
HOG features and color histogram to enhance the robustness 
of the target. However, it does not perform well in the case 
of tracking failure (Lemming, Jogging-2, Singer2 and Jump-
ing). In contrast, when the target is partially occluded (Jog-
ging-2, Tiger2 and David3), completely occluded (Coke and 
Soccer) and the target is blocked for a long time (Lemming), 
the proposed algorithm can track the target with a robust 
performance by using deep convolutional feature and selec-
tion mechanism. Although the TLD is able to re-detect target 
objects in the case of tracking failure, it updates its detector 
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Fig. (4). Overall performance comparison on OTB-2013. (a) Precision plot (b) Success plot. (A higher resolution / colour version of this fig-
ure is available in the electronic copy of the article). 

 

  

  

  

 

Fig. (5). Success plots over eight tracking challenges of 11 attributes. (A higher resolution / colour version of this figure is available in the 
electronic copy of the article). 

frame-by-frame leading to drifting (Trellis and Jump) and 
false re-detection (Jogging-2 and David3). In contrast, the 
proposed algorithm can achieve high accuracy for these test 
sequences. 

In sum, the proposed tracker DFDM performs well in es-
timating both the scales and positions of target objects on 
these challenging sequences, which can be attributed to three 
reasons. Firstly, the proposed tracker analyzes the current 

tracking state according to the response map and it is effec-
tive to judge the abnormal state such as occlusion and de-
formation. Secondly, the mechanism of the regression model 
update effectively alleviates the drifting problem caused by 
occlusion (Lemming, Jogging-2 and Coke) and out of view 
(Tiger2). Thirdly, the feature selection mechanism effectively 
re-captures the target when facing the out-plane rotation 
(Fleetface and Soccer). 

��
��

��
��
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CONCLUSION 

In this paper, we propose an effective tracking algorithm 
in the framework of correlation filtering. The proposed 
tracker can evaluate the current tracking result effectively by 
analyzing the response map. Based on the result of online 
assessment, the tracker determines whether to update the 
regression model and to use the deep convolutional feature. 
The quantitative and qualitative experimental results both 
demonstrate that the proposed algorithm performed favora-
bly against nine state-of-the-art algorithms. Specifically, on 
OTB-2013 datasets, the Precision rate and Success rate of 
the proposed tracking algorithm can reach 84.8% and 62.5%, 
respectively. Moreover, the tracking speed of the proposed 
algorithm is 19 frames per second.  

The main limitation of the proposed method is that we 
judge whether to update the regression model of the correla-
tion filter by comparing the relationship between two index-
es (ymax and ARR) and their mean values. In order to improve 
the robustness and autonomy of the proposed tracker, one of 
the main tasks in the future is to design a new intelligent 
algorithm to evaluate the reliability of the response map from 
the outputs of the correlation filter. Moreover, the proposed 
algorithm will be further explored to meet a wide range of 
engineering application needs, particularly for safety-critical 
situations such as autonomous driving. 

LIST OF ABBREVIATIONS 

CT  = Compressive Tracking 

MIL = Online Multiple Instance Learning 

TLD = Tracking-Learning-Detection 

IVT = Incremental Visual Tracking 

L1APG  = L1 tracker using Accelerated Approach 
Proximal Gradient 

HOG  = Histogram of Oriented Gradient 

DFT = Distribution Fields for Tracking 

CNN = Convolution Neural Network 

FFT = Fast Fourier Transform 

FPS = frames Per Second 

KCF = Kerneilized Correlation Filter 

MOSSE = Minimum Output Sum of Squared Error 

PCA = Principal Component Analysis (PCA) 

CN = The Color Attribute  

SAMF = Scale Adaptive Kernel Correlation Filter 
Tracker with Feature Integration 

DSST = Discriminative Scale Space Tracker 

ARR = Area Ratio of Response 

PR = Precision Rate 

SR = Success Rate 

AUC = Area Under the Curve 
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